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Abstract

Carley, K.M., 1991. Designing organizational structures to cope with communication break-
downs: a simulation model. Industrial Crisis Quarterly, 5: 19-57.

During crises, organizations commonly face communication breakdown and
erroneous information. For example, equipment malfunctions, decision mak-
ers become unavailable, and so on. Such breakdowns should degrade the orga-
nization’s ability to make decisions. However, the design of the organization -
who can communicate with whom and who has access to what information -
should determine the extent to which organizational performance is degraded
by communication breakdowns. In this paper a model of organizational deci-
sion making when the organization is engaged in tasks so complex that the
separate decisions of multiple decision makers must be integrated to locate the
organization’s decision is developed. Using simulation, the implications of this
model for how organizations should be designed to best cope with crisis are
examined.

Introduction

At some point or another, and certainly more frequently than desired, organi-
zations face periods of crisis. Some of these crises are associated with actual
terrible accidents, such as the space shuttle Challenger accident or disasters
such as the Mexico City earthquake. Other crises are associated with potential,
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rather than realized, catastrophic consequences, such as the 2,159 missile dis-
play conferences which were called at NORAD during the first six months of
1980. Still other crises are associated with problems of a more limited scope,
such as when university computers go down the week before term papers are
due. In all cases, analysts often point to the fact that during these crisis periods
the performance of the organization is compromised by communication break-
downs and poor information. In other words, bad decisions are made because
the right information is not in the right place at the right time.

This paper examines the following question. How should an organization be
designed so that it is the least affected by crisis? This question is addressed
analytically using a model of organizational decision making that makes it pos-
sible to contrast the likelihood that the right information gets to the right place
at the right time despite various types of communication breakdowns in orga-
nizations with different structures. First, however, in order to gain some per-
spective on the role of communication breakdowns during periods of crisis,
two examples are considered: (1) a false alarm about a missile attack, and (2)
the Challenger accident. These cases suggest what features the model must have
if it is going to provide even limited insight into the question of organizational
design.

NORAD (North American Aerospace Defense Command) is an early warn-
ing command center that analyzes and responds to incoming signals that indi-
cate that the us may be under military attack. In a report to the Senate Com-
mittee on Armed Services it was noted that missile display conferences were
called 2,159 times during the first six months of 1980 in response to potential
threats. Let us consider one such case that occurred at 2:26 AM on 3 June 1980,
as reported by Perrow:

Strategic Air Command received an indication that two submarine-launched missiles were
on the way; it came from NORAD headquarters, SAC called to confirm, and NORAD was unable
to confirm, even though the message came from their computers. The sac duty officer took
the precaution of ordering all B-52 alert crews to board their airplaines and start their engines
... Shortly thereafter the sac display indicated no missiles, and no other parts of the warning
systems indicated any either, so the B-52 crews were ordered to shut down their engines.

A few minutes later the sac display monitor, receiving messages from NORAD headquarters,
indicated Soviet land-based missiles on their way to targets in the United States, and a little
later the monitors in the Pentagon showed submarines missiles coming in ... The duty officer
in the Pentagon convened a missile display conference, the lowest level of alert involving a
conference telephone call, and then went on to the next level, a missile threat assessment
conference bringing in more officers. The commander of NORAD said that there was in fact
no threat, and one minute later the Sac alert was terminated ...

The cause of the false alarm could not be determined. But NORAD knew it was a false alarm
because neither the satellite nor the radar picked up signals of land or submarine-based mis-
siles being launched or penetrating our perimeters.

(Perrow, 1984, pp. 286-287)
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This false alarm was caused by a defective computer chip in the multiplexor
sending incorrect data to some, but not all, command posts. In other words,
the period of crisis was characterized by the presence of incorrect incoming
information. Such incorrect information, in this example, was not particularly
dangerous due to the fact that other sources of incoming information suggested
a totally different scenario (no missiles).

In the second example, the Challenger accident, at least two different types
of communication breakdowns occurred - intermittent participation and in-
complete information. As noted in the Report of the Presidential Commission
on the Space Shuttle Challenger Accident:.

... testimony reveals failures in communication that resulted in a decision to launch 51-L
based on incomplete and sometimes misleading information, a conflict between engineering
data and management judgments, and a NASA management structure that permitted internal
flight safety problems to bypass key Shuttle managers.

And in particular:

... in the launch preparations for 51-L relevant concerns of Level III NAsA personnel and
element contractors were not, in the following crucial areas, adequately. communicated to the
NasA Level I and II management responsible for the launch:
« The objections to launch voiced by Morton Thiokol engineers about the detrimental ef-
fects of cold temperatures on the performance of the Solid Rocket Motor joint seal.
« The degree of concern of Thiokol and Marshall about the erosion of the joint seals in prior
Shuttle flights, notably 51-C (January, 1985) and 51-B (April, 1985).

Further examination of the events preceding the accident indicates a series of
decision points at which the flow of participants was continually changing. For
example, Allan McDonald, Thiokol’s liaison for the Solid Rocket Booster proj-
ect at Kennedy Space Center, after being informed of potential problems due
to the low temperatures, tried to contact Lawrence Mulloy, the Solid Rocket
Booster project manager at Marshall, only to find that he was unavailable. Then
the first phase of the 5:45 EST teleconference began without McDonald, who
did not arrive at Kennedy until 8:00 pMm. Later portions of conferences were
held offline, thus breaking communication channels. Then the flight readiness
rationale was sent at 11:45 after an offline caucus at Thiokol. And, as noted by
Mulloy, “I had no knowledge of what interchange occurred during the caucus
at Thiokol, because all sites were on mute. We were on mute at KSC. No com-
munications occurred between myself and Mr Hardy at Huntsville, nor did any
communication occur between Ksc and Thiokol during that conference” (Re-
port of the Presidential Commission, 1986, p. 96). In summary, communica-
tion breakdowns were quite prevalent during the window in which the decision
to launch the shuttle was made.

These two examples, and more detailed case studies such as those of Bhopal
(Shrivastava, 1987), Three Mile Island (Kemeny, 1981; Sillset al., 1982), and
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Grenada (Metcalf, 1986), provide detailed insights into the factors that deter-
mine organizational performance during crises. Such studies demonstrate that
a variety of structural, systemic, political and psychological factors determine
organizational performance. In particular, these studies suggest that while
technological and political factors often determine whether a crisis occurs, the
ability of the organization to mitigate the crisis, operate effectively during the
crisis, or even avoid the crisis, is dependent on factors such as the organiza-
tional structure (Metcalf, 1986; Report of the Presidential Commission, 1986),
the cognitive capabilities and experience of the individual decision makers
(Metcalf, 1986; Shrivastava, 1987), the frequency, length and form of the
communication breakdowns during the crisis (Perrow ,1984; Report of the
Presidential Commission, 1986; Shrivastava, 1987), the quality of the incom-
ing information (Kemeny, 1981; Perrow, 1984; Metcalf, 1986; Report of the
Presidential Commission, 1986 ), and the degree to which different personnel
in the organization share the same information (Kemeny, 1981; Metcalf, 1986;
Report of the Presidential Commission, 1986; Shrivastava, 1987).

Further, these studies clearly demonstrate that during the crisis period, or-
ganizational performance is compromised by communication breakdowns and
incorrect information. In order to reduce the impact of communication break-
downs, decrease response time and increase organizational performance dur-
ing crisis, organizations are expected to have emergency preparedness or con-
tingency plans. According to Michael (1986), such a plan should include,
among other things, procedures for notifying and communicating with man-
agement and the establishment of a command and coordination structure and
an allocation of responsibility for the various tasks. In other words, the plan
should specify an organizational design. Yet studies of organizational design
provide little insight into what organizational structure is most effective during
crisis.

Case studies, like those previously discussed, do not provide us with a sys-
temic account of the relative impact of each design factor separately or collec-
tively on organizational performance. In order to move beyond case studies,
organizational theorists have been turning to the development and analysis of
mathematical models of organizations in order to systematically examine the
relationships between various organizational features and performance (Cohen
et al., 1972; Padgett, 1980a; Anderson and Fischer, 1986; Carley, 1986, 1990,
Masuch and LaPotin, 1989). Such studies illustrate that organizations with
different designs have different performance characteristics. For example,
Padgett found that within hierarchies the chief executive officer (CEO) can
most effectively get the organization to make decisions that meet the CEO’s
goals by exercising a hands-off policy and hiring liberal assistants for low sal-
iency programs and conservative assistants for high saliency programs. And
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Carley (1989) found that teams learn faster and better than hierarchies but are
less resilient in the face of turnover.

The question of the best organizational design to cope with the communica-
tion breakdowns that occur during crisis has not been addressed analytically.
However, much of the previous work does have implications for performance
during crisis. For example, the work by Cohen et al. (1972) suggests that re-
gardless of the organizational design, when the information load increases (as
it does during a crisis), fewer problems are resolved. And a study by Carley
(1986) suggests that small, differentiated organizations exhibit the highest ef-
ficiency during crisis. In both of these studies, the organizations examined where
fully functional; that is, there were no communication breakdowns.

To summarize, case studies of crises provide a wealth of information con-
cerning organizational operation but they do not admit systematic investiga-
tion of the relative impact of different organizational designs on performance
and the ability of the organization to make decisions. Moreover, such studies
suggest a model of organizational behavior that is at odds with the models ex-
tant in the organizational decision making literature. Specifically, these cases
suggest that: (1) organizations make decisions by integrating the decisions and
partial information of multiple decision makers, not through reaching consen-
sus and sharing all information; (2) institutional memory is distributed, and
consequently, what the organization knows is a function of both which individ-
ual decision maker knows what and the relationships (such as communication
and command channels) among the decision makers; and (3) personnel are
engaged in tasks for which they have been trained and do somewhat repeti-
tively but with minor variations. In contrast, most studies of organizational
and group decision making focus on one-of-a-kind tasks or completely repeti-
tive tasks (Marschak, 1955; Wilensky, 1967) or on tasks where consensus must
be reached before a decision is made (Bavelas, 1950; Cohen et al., 1962; Cohen
et al., 1969; DeGroot, 1974; Hastie, 1986 ). Consequently, a model of organi-
zational behavior that more closely parallels the observed behavior is called
for.

In this paper, a model of organizational performance is presented and used
to systematically examine how organizations should be designed to cope with
the communication breakdowns that occur during crises. Performance char-
acteristics during periods of crisis and periods of normal operating conditions
are contrasted in order to determine the degree to which crises degrade per-
formance. More specifically, the impact of communication breakdowns on or-
ganizational performance for organizations with either a centralized hierarchi-
cal, a team, or a dual-command hierarchical structure are examined using a
model of organizational decision making that is based on a model of experien-
tial-based individual decision making.
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The proposed model is used to examine the impact of communication break-
downs on organizations engaged in tasks where they face a sequence of highly
similar, but rarely identical, problems that are so complex that no one decision
maker in the organization may be able to cope with, let alone have access to,
all of the information needed to make a decision. I refer to sets of problems
with these characteristics as “quasi-repetitive integrated decision making tasks.”
In a quasi-repetitive integrated decision making task it is not necessary (and
often not possible) for individuals to reach consensus, and information pool-
ing is done by institutional design (Panning, 1986) rather than by individual
choice of communication partner. In the quasi-repetitive integrated decision
making tasks, the same basic type of problem is faced over and over again but
some of the information, constraints, parameters, etc. are different each deci-
sion period, thus producing slightly different decisions. Quasi-repetitiveness can
be thought of as a continuous scale bounded on one end by repetitive tasks and
on the other by non-repetitive tasks. A task would be repetitive if exactly the
same problem was faced over and over again, whereas a task is non-repetitive
if the problem is unique; some crises by their very nature may be on the less
repetitive end of the spectrum. A task is said to be integrated if the final orga-
nizational decision is determined by somehow integrating into a single deci-
sion a plethora of previous smaller or component decisions made by various
decision makers within the organization. Many organizations face this type of
task - fire companies, air traffic control teams, design teams, NORAD, NASA,
and so forth. The proposed model is an extension of an earlier model in which
organizations are viewed as adaptive systems whose performance is dependent
on the integrated performance of the individual decision makers in the orga-
nization who themselves learn from experience (Carley, 1990, forthcoming).
This model combines an individual or cognitive information processing per-
spective (Simon, 1947; March and Simon, 1958; Cyert and March, 1963; Cohen
et al., 1972) with an organization structural perspective (Weber, 1922; Gal-
braith, 1973) and a distributed decision making perspective (Bond and Gas-
ser, 1988) in order to extend the argument that performance is a function of
organizational design (Kimberly, 1987; Hinnings and Greenwood, 1988) to
performance during crisis is a function of design.

There have been a few studies of tasks with characteristics like those exam-
ined in this paper; examples include work on air traffic control (Steeb et al.,
1980; Thorndyke et al., 1981; LaPorte and Consolini, 1988), sensor data inter-
pretation (Smith, 1980; Carley et al., 1988), and planning and budgeting
(Padgett, 1980b; Metcalf, 1986). Such studies suggest that the design of the
organization or its coordination scheme can dramatically affect organizational
performance. Despite the prevalence of such tasks in organizations, the ability
of organizations confronted with such tasks to cope with communication
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breakdowns has not been explored analytically. Yet when communication
breakdowns occur in organizations which face quasi-repetitive integrated de-
cision making tasks the results are often catastrophic. Reconsider the two ex-
amples. The personnel at NORAD and NASA are engaged in extremely complex
integrated tasks; for example, the decision to launch the shuttle is based on the
decisions of multiple individuals in different groups that their portion of the
system is ready. In both examples, the personnel are doing what they have been
trained to do; shuttle launches and missile display conferences are quasi-repet-
itive events where the particular anomalies of the crisis period made the spe-
cific problem faced by the organization just a little different from the problems
it had previously experienced - the weather was a little colder, a particular
computer chip failed.

Communication breakdown model

Organizations are viewed from a distributed decision making framework; that
is, organizations are engaged in a quasi-repetitive integrated decision making
task. Organizational life is divided into a sequence of decision periods. In each
decision period the organization faces a new problem that is similar, but not
identical, to previous problems. During each period, information related to the
new problem is evaluated, a decision is made, and the members of the organi-
zation are informed of the correctness of their decision for that problem. This
operational procedure represents the normal operating conditions for the or-
ganization and is followed during non-crisis periods. Crises disrupt this pro-
cess. Three types of crises are considered: incorrect information, decision mak-
ers become unavailable, and communication channels become unavailable.

Task

Each time period, the organization as a whole needs to make a decision. This
decision is modeled as a simple yes/no choice such as “Is the radar bleep a
missile?” or “Should the shuttle be launched?”” In making this decision, the
organization has access to a set of information. This information can be thought
of as the presence or absence of a set of factors such as “Is the radar bleep
moving fast or slow?” or “Is the temperature greater than 40 degrees?”” If enough
factors are present, a positive or yes decision is made, otherwise a no decision
is made. Mathematically, the information for this task can be represented as a
binary string such that each “bit” represents whether a particular factor is pres-
ent or not. If the factor is present, e.g. if the radar bleep is moving fast, the bit
is a 1; otherwise it is a 0. The particular configuration of 1’s and 0’s is the
information the organization needs to decide what to do. In this paper, all tasks
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examined have a task complexity of 27, that is, the number of bytes in the
string is 27". Thus, the number of different problems that the organization might
see is 2%7. Similarly, the organization’s decision (e.g. the bleep is a hostile mis-
sile) can be mathematically represented as a binary choice - yes (1) orno (0).

Each decision period, the organization is faced with a specific problem; for
instance, can NORAD confirm the indication that at 2:26 AM on 3 June 1980
two submarine-launched missiles are on their way? This specific problem is
represented as a specific pattern of 1’s and 0’s. In order to solve this problem a
vast array of information must be analyzed. There is so much information that
multiple decision makers are required. Indeed, each problem can be divided
into a set of sub-problems, such as what the Pentagon monitors say, what the
satellites say, and so on. Such a division is represented in this model by giving
each analyst only a portion of the world, that is, a sub-problem. The size of sub-
problems and the degree of overlap in who knows what depends on the level of
redundancy as defined by the information access structure.

Decision makers are limited and can act only on the basis of the information
that they know (Simon, 1947; March and Simon, 1958; Cyert and March,
1963). This is represented by having analysts make decisions — yes or no -~ on
the basis of just the information in the sub-problem that they see. Decisions
and not information are communicated to the managers; that is, each decision
maker makes a recommendation for what he or she thinks the final decision
should be. The individual decision maker by passing on a yes or no decision
rather than the number of 1’s or 0’s observed has compressed information;
hence there is information loss. The more information the individual needs to
process, the more complex the task per individual, the greater the information
loss and the lower the overall organizational performance (Carley,
forthcoming).

Because information is distributed, the organization must integrate the de-
cisions made by all of its members in order to reach its ultimate decision. I
refer to the integrated decision made by the organization as its final decision.
The final decision provided by the organization is, within a hierarchy, the de-
cision made by the CEO and is a “1” if the CEO decides that the answerisa 1,
and a “0” if the CEO decides the answer is a 0. For the team, the final decision
is the majority vote made by the analysis — “1”” if more analysts think the an-
swerisa 1, and “0” if more analysts think the answer is a 0. Due to information

'In determining what level of task complexity to examine, two requirements were taken into
account. First, in order to guarantee that there is a correct decision, the number of bits in the full
problem must be odd. Second, it must be possible to divide the problem such that, with the same
number of analysts, different levels of information redundancy can be explored given that there
are nine analysts. When there is no redundancy and nine analysts, the possible choices of task
complexity are odd multiples of nine (9, 27, 45, 63 ...). When redundancy is admitted, the task
complexity must be greater than nine. Thus, 27 is the simplest case that meets these criteria.
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loss, the final decision may not be correct. The decision that the organization
would have made if there was no information loss is referred to as the correct
decision. Performance of the organization is characterized in terms of what
fraction of the final decisions are correct.

Organizations do not blindly, and rationally, evaluate new information in
order to reach a decision. Rather, organizational behavior is historically based
(Lindblom, 1959; Steinbruner, 1974; Levitt and March, 1988). In making de-
cisions, organizations rely on experience, incrementally adapting their re-
sponse to similar problems as they receive feedback on their previous deci-
sions. In this model, the feedback process is represented by informing each
decision maker each decision period as to what was the correct decision. All
members of the organization find out what the organization should have done;
for example, they are informed that the bleeps are not missiles, or the shuttle
should not have been launched. As will be discussed, the decision makers learn,
that is, they gain experience as they make decisions and receive such feedback.

Organizational design

Each organization has a particular design or coordination scheme as defined
by the C3I structure, associated order of processing, and rules for processing
information and making decisions. In this paper, the design is characterized by
the organizational structure (who commands/communicates to whom and the
procedure for producing a final organizational decision) and the information
access structure (who has access to what information and hence the level of
information redundancy).

Organizational structure

Organizations vary in terms of their formal structure for who commands or
communicates to whom. In this paper, three organizational structures are ex-
amined: the centralized hierarchy, the dual-command hierarchy and the team
(see Fig. 1). These structures are not meant to exhaust the set of potential or
actual organizational structures. Rather, they represent idealized structural
types that are interesting due to their prevalence in real organizations, and that
may be differentially affected by communication breakdowns. In addition, both
the hierarchy (Weber, 1922; Burns and Stalker, 1961; Padgett, 1980a; Carley,
1986; Malone, 1986, 1987) and the team (Marschak, 1955; Strand, 1971;
Cohen et al., 1972; Bar-Shalom and Tse, 1973; Gloves and Ledyard, 1977; Ar-
row and Radner, 1979; Tsitsiklis and Athans, 1984; Radner, 1987) have been
extensively studied, but their performance has rarely been contrasted. The dual-
command hierarchy, such as that employed in the material acquisition process
by the army, has rarely been studied, although in certain ways it is similar to
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Fig. 1. Organizational structures. Three organizational structures are examined - the centralized
hierarchy (top), the dual-command hierarchy (middle) and the distributed team (bottom).
Analysts are represented as lightly shaded circles, AEOs as darkly shaded circles, and the CEO as
a black circle. In both types of organization each analyst sees a portion of the problem and makes
a decision. In the centralized hierarchy and the dual-command hierarchy this decision is passed
to the AEO who then makes a decision which is passed to the CEO, who makes the final decision
for the organization. In the team, the analyst’s decision is his “‘vote” as to what the final decision
should be, majority rules. In all cases, only the analysts have access to the ‘raw data” associated
with the problem.

the matrix structure (Davis and Lawrence, 1977). These three structures rep-
resent different points on the organizational spectrum in terms of the degree to
which institutional memory and command is centralized.

The primary difference between the team and the hierarchical structures
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(centralized hierachy and dual-command hierarchy) is the presence of upper
level management in the hierarchies and the absence of such management in
the team. Such upper level management may potentially reduce the impact of
communication breakdowns as experienced management has a historical im-
age of the entire structure and managers integrate lower level decisions. The
primary difference between the centralized hierarchy and the dual-command
hierarchy is the presence of multiple paths by which information can reach
management in the dual-command hierarchy and only a single such path in the
centralized hierarchy. The presence of multiple paths may potentially reduce
the impact of communication breakdowns by reducing the likelihood that some
information will be completely lost.

Centralized hierarchy: The centralized hierarchy is modeled as a three-tier
organization composed of a CEO, a set of assistant executive officers (AEOs)
and a set of analysts. Each analyst in each decision period receives information
(a sub-problem ), makes a decision (yes or no), and sends this decision to his
or her AEO. The AEO takes the analysts’ decisions, makes an integrated decision
(yes or no), and sends this decision to the CEO. The CEO takes the AEOS’ deci-
sions and makes the final integrated decision (yes or no). In this paper, the
specific centralized hierarchy examined has thirteen decision makers, with three
under each manager or executive, as in Fig. 1. There are nine analysts. A hier-
archy of thirteen decision makers is the minimum non-trivial hierarchy that
can be examined such that the hierarchy has three levels and an odd number
of decision makers under each manager.

Dual-command hierarchy: The dual-command hierachy, like the centralized
hierarchy, is modeled as a three-tier organization composed of a CEO, a set of
AEOs, and a set of analysts. Each analyst in each decision period receives infor-
mation (a sub-problem ), makes a decision (yes or no), and sends this decision
to his or her AEO. In addition some analysts also send their decisions to another
AEO who is listed as interested in the project. The AEO takes the analysts’ deci-
sions, makes an integrated decision (yes or no), and sends this decision to the
cEeo. The cEo takes the AEOSs’ decisions and makes the final integrated decision
(yes or no). In this paper, the specific dual-command hierarchy examined has
thirteen decision makers, with three under each manager or executive, as in
Fig. 1. There are nine analysts. For each AEO, one analyst reports only to him
or her, and the other two analysts each also report to one other AEO. This size
of organization is chosen so that it matches the hierarchy.

Team: The team is modeled as a single-tier organization composed of a set of
analysts. In each decision period, each analyst receives information (a sub-
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problem ), and makes a decision (yes or no) independent of the other analysts.
The organization’s decision (the final decision) is the majority vote of the an-
alysts. In this paper, the specific team analyzed has nine decision makers, all of
whom are analysts, as in Fig. 1. The team has nine decision makers in order to
match the number of analysts in the hierarchy. The number of analysts, rather
than total decision makers, is matched, so that the complexity of the sub-prob-
lem seen by each analyst is identical for the team and hierarchy for the same
size problem while maintaining no overlap in the sub-problems seen by the
different analysts.

Information access structure

When problems are divided across the personnel in the organization some peo-
ple may share information. For example, engineers at both Thiokol and Mar-
shall knew about the erosion of the joint seals in prior shuttle flights. Which
personnel know which pieces of information, and hence the level of redun-
dancy, is defined by the information access structure. Organizations differ in
these structures. In some organizations information is sparsely distributed such
that there is little or no overlap in who knows what. These are segregated struc-
tures where each decision maker is specialized (Cohen et al., 1972), whereas
in other organizations there is greater overlap in who knows what. In this paper
three distinct information access structures are examined: (1) segregated, (2)
blocked, and (3) distributed. These are displayed in Fig. 2. Each structure de-
termines which analyst sees which portion of the problem and how much of
the problem. Like the organizational structures, these information access struc-
tures are not meant to exhaust the set of potential or actual information access
structures. Rather, they represent idealized types that are interesting due to
their prevalence in real organizations and that may be differentially affected
by communication breakdowns. Of the three, the segregated access structure
has been the most frequently studied and is often referred to as a specialized
structure. This structure has been subjected to both analytical (Cohen et al.,
1972; Carley, 1986) and experimental analysis (Cohen, 1962; Shaw, 1981)
and is typically contrasted with semi-specialized or complete (where everyone
knows everything) access structures. The results, however, are ambiguous.
While Cohen et al. (1972) find that specialization leads to more problems being
resolved, Carley et al. (1988) find that specialization leads to mistakes. Case
studies point out that there is often redundancy in who knows what in the or-
ganization such as one observes in both the blocked and the distributed
structures.

Segregated: In the segregated structure, each analyst has access to a unique
set of information; that is, there is no redundancy. In this case, should anything

30 Industrial Crisis Quarterly, Vol. 5, No. 1



K. Carley / Designing organizational structures

~\

(" Blocked |  Distributed

g
%
i

PR FPFFPPPEPE

RRRRRRRAR

-—lb—lH.—-—nD—nu,—n

J

r

Fig. 2. Information access structure. Three information access structures are examined - the
segregated (left), blocked (middle) and the distributed (right). In the segregated structure, each
analyst has access to only three pieces of information and no information is shared by two or
more analysts. In the blocked structure, each analyst has access to nine pieces of information
and three analysts have access to identical information. In the distributed structure, each analyst
has access to nine pieces of informationand no two analysts have access to identical information.

compromise an analyst, such as a communication breakdown or incorrect in-
formation, the organization as a whole loses information and so may not be
able to make the correct decision. This structure is implemented by giving each
analyst access to a unique set of three bits. Since the task is composed of 27 bits
and there are nine analysts regardless of organizational structure, giving three
bits to each analyst results in no redundancy.
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Blocked: In the blocked structure, all members of an organizational division
or project group share identical information. In this case, should anything com-
promise an analyst, the organization does not lose information and there are
two other analysts who also report to management or vote in exactly the same
way. This structure is implemented by giving each analyst access to nine bits of
information and three analysts have access to the identical set of information.
In the hierarchies, all analysts under one AEO have exactly the same information.

Distributed: In the distributed structure, each piece of information is known
by multiple analysts but each of those analysts is in a different organizational
division or project group. As in the blocked structure, each piece of informa-
tion is known by three analysts; but, unlike the blocked structure, no two ana-
lysts (let alone three) have access to exactly the same information. Conse-
quently, two analysts who share some information may still make different
decisions as they also know different information. In this case, should anything
compromise an analyst, the organization does not lose information but it might
lose some of the value of that information. This structure is implemented by
giving each analyst access to nine bits of information such that each bit is also
known by two other analysts.

When the information access structure is blocked and distributed the ana-
lysts have more information to process. Similarly, in the dual-command hier-
archy, the AEOs are faced with additional information-processing demands over
their counterparts in the centralized hierarchy. In both cases, in Perrow’s terms
(1972), there is low analyzability and heightened task uncertainty until the
organization is fully trained. However, once fully trained, such additional in-
formation actually heightens certainty. Due to these processing differences these
organizations are expected to be differentially affected by crisis.

Decision procedure and learning

As previously noted, individuals in the organization learn from their experi-
ences. Further, the organization’s performance is dependent on the experience
and capabilities of the individual members (see Shaw, 1981, and Hastie, 1986,
for reviews). Thus the ability of the organization to learn depends, at least
partially, on the memories of individual decision makers within the organiza-
tion and their ability to learn (Hastie et al., 1984; Johnson and Hasher, 1987).
All personnel, regardless of their job or position within the organization (ana-
lyst, AEO or CEO), learn from experience and can be characterized as intendedly
adaptive (March and Olsen, 1975).

This learning process can be characterized as follows. The individual deci-
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sion maker is faced with the problem of deciding whether the object on the
radar is a missile, given the information that the object is moving fast, is large,
and appears paired with another object. The decision maker categorizes this
information; e.g this reminds me of another time when ... Then the decision
maker uses information from previous similar cases to interpret the new infor-
mation and make a decision. For example, the decision maker might reason
that last time this happened it was a computer malfunction, and therefore this
time it may also be a computer malfunction. When the decision maker receives
feedback that the current problem is also a computer malfunction, this line of
reasoning is reinforced. Work in behavioral decision theory suggests that indi-
viduals faced with such problems are imperfect statisticians insensitive to sam-
ple size (Tversky and Kahneman, 1971), but adjusting their expectations on
the basis of additional information (Tversky and Kahneman, 1974), and ef-
fectively overconfident of their ability to correctly predict outcomes (Lichten-
stein and Fischhoff, 1977).

In this paper, this type of learning process is modeled by letting each decision
maker keep a cumulative record of the sub-problems that it receives, its deci-
sions, and the true answer. For each decision maker, each sub-problem falls
into a particular class. A class is a particular pattern of 1’s and 0’s, such as 010.
The complexity of the sub-problem seen by the decision maker is defined by
the size of the sub-problem (that is, number of bits of information he or she
must analyze ). The complexity of the sub-problem faced by the decision maker
depends on his or her position in the organizational structure and the coordi-
nation scheme used by the organization (see Table 1). For example, in a cen-

Table 1

Complexity of sub-problem faced by various decision makers

Position Access structure
Segregated Blocked Distributed

Centralized hierarchy

Analyst 3 9 9

AEO 3 3 3

CEO 3 3 3
Dual-command hierarchy

Analyst 3 9 9

AEO 5 5 5

CEO 3 3 3
Team

Analyst 3 9 9
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tralized hierarchy with a segregated access structure each decision maker sees
the same number of positions or bits, three, and so have 23=8§ classes of sub-
problems.

As the decision maker encounters sub-problems, it builds up, for each class
of sub-problems, an expectation as to whether the true decision when it sees a
problem in that class is a 0 or a 1. The expectation that the answer is a 0 is
defined as the proportion of times in this decision maker’s experience that,
given this class of problems, the correct decision was a 0. The expectation that
the answer is a 1 is defined as the proportion of times in this decision maker’s
experience that, given this class of problems, the correct decision was a 1. When
the decision maker is faced with a sub-problem, the decision maker uses this
experiential information to make a decision using the following procedure:

(1) Determine what class the problem is in.

(2) If the expectation of a 0 is greater than the expectation of a 1, return 0

as the decision.

(3) If the expectation of a 0 is less than the expectation of a 1, return 1 as

the decision.

(4) If the expectation of a 0 is equal to the expectation of a 1, return either

a0ora | as the decision with equal likelihood.

When modeled this way the decision makers exhibit the behavioral charac-
teristics identified earlier. Further, by using this decision and feedback proce-
dure, the decision makers are learning to match incoming information to pos-
sible decisions in much the same way that parallel distributed processing
systems learn to match particular patterns to particular outputs (Rumelhart et
al., 1986 ). The proposed procedure is in effect weighting each input separately.
As such, the learning procedure defined guarantees that the decision maker will
come to attend more to that incoming information that will match the correct
response.

Even though the organization and its members know what kind of decision
is supposed to be made, they may not know when to make the decision. For
example, they may know that they are to determine whether the missile is hos-
tile but they may not know what configuration of characteristics correspond to
the missile being hostile. When people face novel situations they have little if
any experience to draw on. In such cases, guessing is not an unreasonable strat-
egy. Similarly, in this model, when a decision maker (regardless of position in
the organization ) has no experience, it simply guesses, that is, it will randomly
respond with a 1 or 0 to each problem. Initially, all situations are novel, thus
initially all decision makers are guessing. This results in the organization hav-
ing initially a 50/50 chance of making a correct decision.

What the members of the organization learn depends on the situation, spe-
cifically on what configuration of factors are associated with what decision. For
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example, if last time an object on the radar was moving quickly and was small
it was a missile, the next time that same type of object appears the organization
may decide it is a missile whereas if last time a fast small object was a duck the
organization learns that fast small objects are not missiles. Similarly, in the
proposed model, what the decision makers learn depends on what pattern of
1’'s and O’s are associated with what type of decision. For the case examined in
this paper, the correct answer is a ““1* if there are more 1’s than 0’s in the entire
word and a “0” if there are more 0’s than 1’s. For the problems examined, the
word size is odd (27) and there is always a correct decision. Thus, eventually,
each analyst learns to be a “majority classifier” for the type of task and orga-
nizational structures examined. That is, each analyst learns to simply return a
1 if the majority of the inputs it receives are 1’s and 0 if the majority of the
inputs it receives are 0’s. In the hierarchical structures, upper level managers
learn to attend most to those analysts who have a history of producing correct
decisions. This adaptive behavior on the part of managers affects which types
of tasks are more suited to hierarchies than to teams.

Crisis

A ubiquitous feature of crises is that they are short. Missile display conferences
may only be a few minutes (Perrow, 1984 ). Shuttle launch decisions are made
during a few hours or days (Report of the Presidential Commission, 1986).
Joint task forces are established for limited engagements (Metcalf, 1986).
Should the crisis continue for an extended period, it would not be a crisis but a
general problem. The problems associated with the “crisis” would, if they con-
tinued, be considered part of the constraints on normal operating conditions.
In this paper, this characteristic of crises is captured by making the crisis period
short (100 decision periods) relative to the span of decisions made under non-
crisis conditions (100,000). The length of the training period relative to the
length of the crisis is such that although the individual decision makers con-
tinue to learn during the crisis, what they learn has little impact on their
performance.

Another important characteristic of crises, as discussed in the introduction,
is that communication breakdowns occur and incoming information is often
unreliable; for example, computer chips malfunction (Perrow, 1984), maps
needed to determine strategy are old (Metcalf, 1986 ), or people are unavaila-
ble (Report of the Presidential Commission, 1986). In order to focus tightly
on this aspect of the crisis, only organizations which are engaged in tasks for
which they have been trained when the crisis occurs are considered. In this
paper, the hypothetical organizations examined, like their real counterparts
(such as NORAD and NAsA) are during the period of crisis facing the type of
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problem for which they has been trained but subject to severe operational
problems. Clearly one might expect the level of training to affect organizational
performance during crisis. Thus, in this paper, only organizations that are fully
trained are examined; that is, each organization examined has faced so many
problems (100,000) that each decision maker has had experience with multi-
ple examples of each of the sub-problems he or she might face.

Communication breakdowns

During crises, communication breakdowns occur. If a communication break-
down occurs, one or more of the decision makers within the organization be-
come unable to participate in the organization’s decision making process for a
period of time. When a communication breakdown occurs, decisions cannot
flow up the chain of command and feedback cannot flow back down. Firefigh-
ters trying to combat a forest fire whose walkie-talkie breaks cannot report on
the extent of damage they see, nor can they be told that the fire is spreading to
encircle them. Such communication breakdowns differ in at least four ways:
(1) why they occur (type), (2) where they occur (location), (3) how long
they last (duration), and (4) how many occur at once (severity).

Type: Communication breakdowns occur for a variety of reasons, e.g., radios
go silent, people become ill or go on vacation, or are even asleep (Shrivastava,
1987, p. 2). From a structural perspective, what matters to the organization is
not the exact reason a breakdown occurs but whether it is a decision maker that
is unavailable or a communication channel. That is, the organization may react
differently when it is the person that is sick than when it is the telephone that
is not working. In Fig. 1 a decision maker being unavailable corresponds to one
of the nodes being missing, whereas when a channel is unavailable, one of the
lines connecting two nodes in unavailable. As can be seen in Fig. 1, for the
centralized hierarchy and the team, whether an analyst (or AEO) becomes un-
available or the channel connecting the analyst to the AEO (or the channel con-
necting the AEO to the CEO) becomes unavailable, that analyst’s (or AEO’S)
decision will be unknown to the rest of the organization and that analyst (or
AEO) will not be able to get feedback. In other words, from an information flow
standpoint, for the centralized hierarchy and the team, decision maker and
channel unavailability are indistinguishable. In the dual-command hierarchy,
on the other hand, since there are multiple channels from and to analysts, hav-
ing a channel become unavailable is less damaging to the organization than
having a decision maker become unavailable.

Location: Communication breakdowns can occur at various levels in the or-
ganizational hierarchy. In both the centralized hierarchy and the dual-com-
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mand hierarchy, decision makers at three different levels can become unavail-
able - analysts, AEOs and CEOs. In this model, if the CEO in a hierarchy is
unavailable, the organization cannot make a decision. Therefore, only cases
where either the analysts, the AEOs or both are unavailable are considered. In
the team, since there is only one level, only decision makers at that level, i.e.
analysts, can become unavailable. Similarly, when the communication channel
breaks, the breakdown can occur between analysts and AEOs or between AEOS
and CEOs or at both levels. Whether an analyst or the channel between an ana-
lyst and an AEO breaks down, I refer to the break as occurring low in the orga-
nization. Similarly, whether an AEO or the channel between an AEO and the CEO
breaks down, I refer to the break as occurring in the middle of the organization.

Duration: Communication breakdowns vary in length and may not last
throughout the entire crisis. For example, prior to the launch of Challenger,
communication channels were intermittent, i.e. the sites would go on and off
mute. Communication breakdowns of three different durations are exam-
ined: (1) short - 10 decision periods; (2) moderate — 20 decision periods, and
(3) long - 50 decision periods.

Severity: Communication breakdowns also vary in severity. For example, a
single phone line can be disconnected or the entire eastern seaboard may be
out. Severity can be modeled as the number of breakdowns that occur at the
same time. Three different levels of severity are considered: (1) low - one
breakdown at a time; (2) medium - two breakdowns at a time; and (3) high -
three breakdowns at a time. This range of severity means that between one-
ninth and one-third of the organization is unavailable or disabled at any given
moment.

Erroneous incoming information

During crises, incoming information may be erroneous or incomplete.
For example, defective computer chips cause incorrect information to be
displayed, or city fire companies have old maps that don’t list current roads
and residences; in Bhopal, the police and army helping with the evacuation
did not know what type of gas had leaked (Shrivastava, 1987, p. 2). Such
errors in incoming information can be modeled by giving the analysts a
different set of 1’s and 0’s than that which occurs in the real problem the
organization is facing. For example, if the real problem is
“101000000111101101000000111101111,” and the first analyst would under
non-crisis conditions see the first three bits “101,” then during the crisis the
first analyst might see the bits “111.” Such information errors have a duration
and severity just as other forms of communication breakdown. That is, how
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long the analyst sees incorrect information and how many analysts see incor-
rect information vary across crises.

Measuring the impact of the crisis

In the previous sections, by identifying characteristics of organizations and
crises, idealized ““types” have been identified. For organizations, the two pa-
rameters — organizational structure (centralized hierarchy, dual-command hi-
erarchy, team) and information access structure (segregated, blocked, distrib-
uted ) - define nine ways an organization can be designed. Similarly, for crises,
six parameters were defined: type (analyst, chanel, incorrect information), lo-
cation (low, middle, both), duration of the breakdown (short, moderate, long),
and severity of the breakdown (low, medium, high ). Using simulation, we can
analyze how each type of organization fares when faced with each type of crisis.
Thus, in effect, the analysis takes the form of a set of ““what if* analyses where
we repeatedly ask questions of the following forms. If an analyst were unavail-
able to a team, how much would performance degrade? What if two analysts
were unavailable? What if the organization had been structured as a central-
ized hierarchy instead of a team?

Each parameter is systematically varied so that all possible “what if”* ques-
tions are asked for each possible organization and each possible crisis. As this
is done, the performance of each type of organization given a particular crisis
scenario is simulated. In order to mitigate the impact of random fluctuations,
a Monte Carlo approach is taken and each type of organization in each type of
crisis is simulated 200 times (200 runs). This corresponds to examining 200
different organizations of this type. The results are then averaged to determine
the performance of this type of organization when faced with this type of crisis.

Each type of organization is simulated for 100,000 decision periods prior to
the onset of the crisis; hence it is faced with a sequence of 100,000 problems
(see Fig. 3). Thus, when the crisis occurs, the organization can be viewed as a
fully trained organization; that is, each analyst has at that point seen several
examples of each class of sub-problem. At this point the organization is then
faced with another 100 decision periods of crisis during each of which either a
communication breakdown occurs or the incoming information is incorrect.
Then, the organization faces another 100 decision periods of non-crisis. This
is the recovery period. The specific random sequences for communication
breakdowns are repeated across each organizational type in order to contrast
how differently designed organizations fare when faced with the same crisis.
The specific random sequences for communication breakdowns are varied
across the 200 repeated organizations of a particular type so as to prevent bias
from a particular random sequence choice.
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Fig. 3. Points at which organizational performance is measured. The dark line indicates the per-
formance of a typical organization over time. The point at which the crisis begins is marked with
an A. The point at which the crisis ends and recovery begins is marked with a B. And the point
at which recovery is measured is marked with a C. For all of the organizations examined, A
equals 100,000 the crisis duration is B—A is 100; and recovery, C—B, is 100 decision periods.
It is the ensemble average during the 100 decision period window immediately prior to A, B and
C that is used as the measure of pre-crisis, crisis and recovery performance.

To determine the impact of crisis on performance, an ensemble measure of
performance in a 100-decision-period window at three different time periods
is calculated. These three time periods are: (1) performance under normal op-
erating conditions (100 decision periods prior to onset of crisis); (2) perform-
ance under crisis conditions (the 100 decision periods during which crisis is
occurring); and (3) performance after crisis (100 decision periods at the end
of the crisis). This is illustrated in Fig. 3.

The organization’s performance during these 100-decision-period windows
is measured as the percentage of correct decisions made by all 200 organiza-
tions of that type during those 100 decision periods. A correct decision occurs
if the organization’s final decision matches the true answer. Since the percent-
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age of correct decisions, denoted by p, is based on the sum of 20,000 binary
decisions, the standard deviation of these measures can be determined as:

((p(1—6))/20000)°5x 100

for which the maximum value 0.35% occurs when p is 50%.

Performance under normal operating conditions

The impact of a crisis on an organization can only be understood by first ex-
amining organizational performance under normal operating conditions. The
proposed model predicts that under normal operating conditions, provided
there is no turnover in personnel, the organization eventually learns to make
the correct decision at some theoretically optimum or “peak” performance level.
The fully trained organization operates at this peak performance level. This
level is dependent on the type of task the organization is facing and the ratio of
incoming information to analysts (Carley, forthcoming). The simpler the task,
the greater the consensus, and the less information there is for any member of
the organization to process, the more decisions the organization makes cor-
rectly. For the task examined in this paper, peak performance is below 100%.
The organization exhibits peak performance when all decision makers, re-
gardless of level, are acting as majority classifiers and so can be thought of as
employing as a standard operating procedure, and ‘‘propose as their guess about
the global majority whatever is in their local majority.” Thus, as the organiza-
tion faces more problems, the members of the organization gain in experience,
their performance improves, they stop guessing, and the overall accuracy of the
organization’s decisions increases. However, the organization does not learn to
make 100% of its decisions correctly. There are two reasons for this. First, de-
cision makers pass on decisions, not information. Thus, since the decision
makers are basing their decision on more than one piece of information, infor-
mation is being reduced in order to reach a solution. Pertinent information,
and general information contrary to the decision, is being lost.2 Second, the
process of channeling and combining information, as happens when informa-
tion moves from analysts to AEOs to the CEO in a hierarchy, although reducing
the complexity of the problem facing each manager, results in yet more infor-
mation loss. Information loss lowers the peak performance level below 100%.
Such information loss, particularly within hierarchies, is a commonly ob-

20Only when the task complexity is nine and the access structure is segregated, and so each analyst
sees only one bit of information, is no information lost when the analyst passes on his or her
decision. In this paper, however, the task complexity is 27. Thus, regardless of the type of access
structure the organizations examined herein suffer information loss.
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served phenomenon. March and Simon (1958) point out that as one goes up
the hierarchy, uncertainty gets absorbed. For Downs (1967, p. 269), such loss
is a function of the condensing of information as it goes up the chain of com-
mand. And Jablin (Jablin et al., 1986, pp. 610-613) characterizes the loss in
terms of the distortion of information. Such information loss, when it is the
result of converting information into decisions, occurs in all organizations re-
gardless of design but to different degrees.

The result is that some types of organizations are more likely than others to
make correct decisions even when operating at peak performance (see Fig. 4).
First, we see that there is a structural effect; that is, teams generally outperform
hierarchies. Teams outperform hierarchies because there is less information
loss as decisions are passed up the chain of command. Second, we see that there
is a significant information access effect. That is, distributed access is better
than blocked access, which in turn is better than segregated access.

Organizations with segregated access structures, where each piece of infor-
mation is known by only one person, make the most mistakes. This is because
analysts know less of the total problem (three pieces of information) and so
have less information on which to base their answers.? In addition, perform-
ance can be improved not only by greater information sharing, as happens in
the case of both the blocked and the distributed access structures, but also by

PERFORMANCE
UNDER NORMAL
OPERATING
CONDITIONS

INFORMATION
SEGREGATED ACCESS

STRUCTURE DUAL COMMAND

Fig. 4. Under normal operating conditions, distributed teams perform the best. This plot shows
the performance level for organizations under normal operating conditions as a function of the
organizational structure and the information access structure. This surface was generated using
a 3-D negative exponential interpolation.

3In another study (Carley, 1990), it was found that information sharing did not always improve
performance, particularly if one was concerned with the rate of learning or performance after so
many time steps rather than performance in a fully trained organization as was examined in this
paper.
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carefully arranging who knows what information. Blocking information, such
that a group of decision makers sees identical information (while it clearly pro-
motes consensus among that group, a consensus that allows them to form a
coalition), is less beneficial to the organization than distributing that same in-
formation across a wider group. The distributed access structure promotes the
highest performance because each analyst knows more and the organization as
a whole gains better resolution on a problem if each piece of information is
examined from multiple perspectives (that is, in conjunction with different
sets of other information).

There is also an interaction between access and structure. When information
access is distributed or segregated, teams outperform centralized hierarchies,
which in turn outperform dual-command hierarchies. However, when a blocked
access structure is used, the performance of all structures is almost identical.
That teams generally outperform hierarchies is accounted for by the greater
information loss as one goes up the chain of command in the hierarchy as pre-
viously described. When a blocked structure is used, however, this effect is
mitigated as three different analysts all have identical information and so pres-
ent the same decision. Even though there are nine analysts, there are only three
different decisions. In the centralized hierarchy, all of the analysts working for
one manager agree, so the manager’s decision is the same as the analysts’. Thus,
the team and centralized hierarchy behave identically. In the dual-command
hierarchy, most of the analysts working for one manager agree, so the manag-
er’s decision tends to be the same as the analysts’. Thus, in general, the dual-
command hierarchy makes the same decision as the team or the hierarchy,
although now and then the dual-command hierarchy will make more correct
decisions, even when information is blocked.

When crises occur

Crises, regardless of the type of organization or the specific features of the cri-
sis, tend to degrade performance (see Fig. 5). But after the crisis, the organi-
zation returns to its pre-crisis performance level or sometimes does even a little
better. The correlation between pre- and post-crisis behavior is 0.996. Post-
crisis performance improvements occur as the organizations are adaptive and
their personnel continue to learn even during crises. Further, since even during’
the crisis the organization is doing the task for which it is trained, crisis lessons
continue to be relevant and will be useful in the future, and during future crises.
An example of this type of learning was noted by Perrow (1984, p. 287) when
he noted that three days after the false alarm incident described at the begin-
ning of this paper, ... the identical alarm recurred. SAC crews again started

42 Industrial Crisis Quarterly, Vol. 5, No. 1



K. Carley / Designing organizational structures

Blocked
Access

PRE-CRISIS

CRISIS

Distributed
Access

RECOVERY

Fig. 5. Crises temporarily degrade organizational performance. For all organizations, perform-
ance decreases during crisis and then during the recovery period following the crisis returns to
pre-crisis levels. In this figure, performance level increases as one moves from left to right. Each
of the lines crossing the three periods represents the average behavior for all organizations with
that coordination structure. Within each of the information access structures, the organizations
are (going from left to right) the centralized hierarchy, the dual-command hierarchy and the
team.

their engines, and again the alarm was determined to be false in less than three
minutes. NORAD switched to a backup computer, and began the search for a
possible malfunction.” For NORAD, lessons learned during the first crisis af-
fected later behavior.

Although organizational performance degrades due to the crisis, not all types
of organizations are equally affected. In particular, centralized hierarchies are
much more affected by crises than either dual-command hierarchies or teams
(see Fig. 6). And organizations with a distributed access structure are more
affected than organizations with a segregated access structure, which are more
affected than organizations with a blocked access structure (see Fig. 7). Due
to this variation in resiliency to crisis, teams and dual-command hierarchies
perform the best during the crisis, whereas centralized hierarchies with segre-
gated information access perform the worst during crises. What this is suggest-
ing is that during crises, organizations such as NORAD which have more of a
dual-command distributed structure are likely to outperform organizations such
as NasA /Thiokol which use more of a dual-command segregated structure and
which in turn are expected to outperform organizations such as Union Carbide
which use more of a centralized segregated structure.
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Fig. 6. Teams generally outperform hierarchies. The pre-crisis (square) and crisis (circle) per-
formance level for all organizations with a particular coordination structure are shown. Going
from left to right, within each organizational structure, as the information access structure varies
from distributed (D) to blocked (B) to segregated (S), the performance of the organization,
whether under normal operating conditions (pre-crisis) or crisis conditions (crisis), drops. Each
dot is the average performance value for all organizations in that category.
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Fig. 7. Under crisis conditions, distributed access in the best. This plot shows the performance
level for organizations under crisis conditions as a function of the organizational structure and
the information access structure. This surface was generated using a 3-D negative exponential
interpolation.

What type of crisis is most debilitating?

Of the types of crises examined, those in which the incoming information is
erroneous generally degrade organizational performance more than those in
which either decision makers become unavailable or communication channels
break down (see Fig. 8). Only when the information access structure is segre-
gated is it worse to have channel or decision makers unavailable than to have
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Fig. 8. Erroneous information is generally more debilitating than breakdowns. Each dot is the
average performance value for all organizations in that category for the indicated type of crisis.
For teams and centralized hierarchies, crises where the decision maker becomes unavailable and
those where the channel breaks cannot be distinguished.

erroneous incoming information. This result follows from the fact that when
there is redundant access to incoming information, if the information is erro-
neous there are more decision makers who are misled by it. But this same re-
dundancy enables the organization to maintain higher levels of performance
even when decision makers become unavailable and communication channels
break down.

For teams and centralized hierarchies, channels breaking down and decision
makers becoming unavailable are functionally identical events. Only in the dual-
command hierarchy do the two events produce different results, and in this
case channel breakdowns are the least debilitating. For the dual-command
hierarchies, performance degrades more when analysts become unavailable than
when channels break down, as even if a channel breaks there are alternate routes
by which the information can move up the hierarchy. In contrast, when the
decision maker is unavailable information is lost.

Duration

For the various crises examined, different decision makers are incapacitated,
either through a breakdown or through errors in incoming information, for
various amounts of time. For the organizations examined, the length of a par-
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Fig. 9. Duration of breakdowns does not affect performance. For a fully trained organization, the
length of time that a particular decision maker or channel is unavailable, or the length of time
that the information coming into a particular analyst is wrong, does not affect organizational
performance. Each dot is the average performance value for all organizations in that category
across all types of crisis.

ticular incapacitation has little impact on performance (see Fig. 9). Note that
the issue is not how long the crisis lasts, as all crises examined are the same
length. During a crisis, one or more decision makers are always incapacitated.
What we desire to know is whether it is worse for the organization for one
decision maker to be incapacitated for the entire crisis period or for a set of
decision makers, one after the next, to be incapacitated. The answer is that it
doesn’t matter. When the organization is fully trained there is little local ad-
aptation during the crisis. Consequently, it doesn’t matter which decision maker
is unavailable, or whose phone is out, or whose information is incorrect. It does
matter, however, how many decision makers are simultaneously incapacitated,
and the level of those decision makers in the organizational hierarchy also mat-
ters. For example, at NORAD it didn’t matter whether it was the SAcC display
monitor, the satellites or the radar that indicated incoming missiles; what mat-
tered was the number of cites that indicated incoming missiles. Since it was
only one cite, they knew the information was erroneous and so could avoid
making a wrong decision. For the shuttle, the decision process would have been
the same whether it was Thiokol or KscC that was offline, but when both went
offline the decision process changed drastically.

Severity

As the severity of the crisis increases, the number of decision makers who are
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Fig. 10. Increasing severity decreases performance. The severity fo the crisis increases as the num-
ber of decision makers whose performance is simultaneously compromised increases (whether
due to unavailability, channel breakdown or erroneous incoming information ). Going from left
to right, the severity index (1, 2, 3) indicates the number of “sights” that simultaneously break
down. For decision maker breakdowns, this is the number of decision makers that are not com-
municating. For channel breakdowns, this is the number of channels that cannot be used. For
erroneous incoming information, this is the number of analysts who are receiving incorrect new
information. Each dot is the average performance value for all organizations in that category
across all types of crisis.

incapacitated at the same time increases. Not surprisingly, the more severe the
crisis, the more the organization’s performance is decreased from its pre-crisis
level (see Fig. 10). This is true regardless of the organizational coordination
scheme or the type of crisis. Or, in other words, the fewer decision makers
available, and the less accurate information the organization has to go on, the
more likely the organization is to make mistakes. At NORAD, if both the radar
and the sac display monitor indicated incoming missiles, the chance of a coun-
terattack being called for would be more likely.

Location

During the crisis, any of the decision makers within the organization may be
compromised. Both analysts and managers can take ill, and phone lines or other
communication channels at any level can break. The proposed model suggests
that when the problems occur in the middle of the organization the results are
more devastating than when they occur at the lowest level (see Fig. 11). Spe-
cifically, in hierarchies, performance is least degraded by the crisis when only
analysts are compromised, and most degraded when AEOs are compromised.
This is true regardless of the type of crisis or the type of hierarchy or the infor-
mation access structure. Further, when comparing teams with the hierarchies
when only analysts are compromised, teams still outperform hierarchies.
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Fig. 11. Breakdowns higher in the organization have more drastic consequences. Displayed in the
top graph is the performance of hierarchies as the location of the crisis in the organization is
varied, as both analysts and AEOs are compromised (left), just AEOs (middle), and just analysts
(right). In the bottom graph, pre-crisis (squares) and crisis (circle) level performance for teams
and hierarchies given that only analysts are compromised is shown. Each dot is the average per-
formance value for all organizations in that category.

In Fig. 11 it can be seen that if both analysts and managers are compromised,
the organization actually fares better than if just managers are compromised.
This result is due to the way in which breakdowns were modeled. Regardless
of where in the organization the error occurred, the severity and duration of
crisis were held constant. Thus imagine that one decision maker was unavail-
able for 10 periods. If this person is at the low level then an analyst is unavail-
able. If this person is at the middle level then an AEO is unavailable. If this
person is at “either level” then the missing person is sometimes an analyst and
sometimes an AEO.
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Discussion

Crises, in this paper, have been characterized as periods of limited duration
during which there are one or more communication breakdowns or the value
of incoming information is suspect. While communication breakdowns and
erroneous information are clearly aspects of crisis, there are other aspects as
well. Other aspects of crises include a rapid increase in the rate of incoming
information, a rapid increase in the rate at which decisions must be made, a
sense of uniqueness, and the potential creation of a new command structure.
And, of course, all of these features could and often do occur at the same time
and may have synergistic effects.

The first two of these aspects, increase in the rate of incoming information
and increase in the required decisions, indicate the importance of timing in
analyzing organizational behavior during crises. In the model proposed herein,
there is no absolute sense of time; rather, time is divided into a series of deci-
sion periods. Were measures of absolute time incorporated, issues such as de-
lay due to communicating decisions and feedback through different channels
could be examined. Such an examination, might provide a very different view
of which organizational structure is the most effective during crisis. For ex-
ample, Carley et al. (1988) found that distributed structures, as opposed to
hierarchies, could respond more quickly to crises but were more likely to make
mistakes.

For many organizations, facing a crisis means facing a situation for which
the organization is not prepared or for which there has been little actual expe-
rience. Some crises are, after all, quite rare. In such cases, experience gained
under normal operating conditions may not be transferable, thus resulting in
an organization whose personnel have no experience. Similarly, when a crisis
occurs, some organizations create completely new organizational structures to
deal with that crisis. For example, when a natural disaster occurs, the Red Cross,
in conjunction with local service groups, constructs a special temporary orga-
nization to cope with that disaster. In such new temporary organizational
structures, the individuals have never worked together before, let alone on this
particular type of crisis. Whether due to novelty of the task (crisis) or the or-
ganizational structure, the group of individuals who must make decisions and
integrate their behavior in an attempt to cope with the crisis come into the
situation with either no experience, or different levels of experience, or inap-
propriate experience, not to mention differences in norms and procedures for
behaving. In this paper, the members of the organization all began the crisis
with not only the same level and type of experience, but they were fully trained.
And it was from such a highly prepared state that the ability of the organization
to cope with crisis was determined. As a consequence, what was learned during
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the crisis had little effect on performance and so post-crisis performance was
almost identical to pre-crisis performance, and the length of the crisis and the
duration of the communication breakdowns and other incapacitations were
irrelevant to behavior. Although not examined herein, the proposed model
could be used to determine which type of organizational structure can best cope
with crises when the personnel are less optimally prepared. Such an analysis
might lead to different conclusions than those drawn herein. In particular, such
an examination would develop our understanding or learning and adaptive
learning during the crisis and so would allow an examination of questions such
as, “Do crises promote learning the wrong thing?”

Additionally, individual and organizational behavior have also been over-
simplified. Many of these simplifications have been discussed elsewhere (Car-
ley, forthcoming) and need not be repeated here. Given the focus on crisis,
attention is now centered on those simplifications of individuals and organi-
zations that are particularly important when studying crisis.

Individuals within the organization are modeled as perfect historians en-
gaged in experiential-based decision making. Admittedly, this is an oversim-
plification of actual human decision making behavior; these “individuals,” de-
spite being intendedly adaptive and imperfect statisticians, do not exhibit all
of the cognitive limitations known to affect individual decision making behav-
ior, particularly under stress. Yet, under stress, individuals tend to make more
mistakes, take longer to solve problems, are less able to solve problems, and
satisfice. However, in the proposed model, individuals exhibit the same prob-
lem solving and information processing skills during crisis as they do under
normal operating conditions. Thus, future work should consider the additional
impact of such compromises to individual cognition that might result during
crises. A second aspect here is that individuals as perfect historians rely as much
on information that they received a year ago as that which they receive today.
Yet there are saliency effects such that individuals attend more to the most
recent information. Were the decision makers to attend more to recent infor-
mation, the value of training might be decreased, with the upshot that the or-
ganization is even more affected by crisis than suggested in this study. Factors
such as stress and salience, should they be taken into account, might effect dif-
ferent relative performance among the types of organizations examined.

Organizations are treated as having relatively fixed structures; that is, the
number of decision makers is fixed, there is no turnover, and even if decision
makers become incapacitated these same analysts later re-emerge and take over-
their former positions, and so on. Yet during crises, personnel may continue to
turn over. For example, during a crisis the organization may not know that a
communication breakdown is temporary and may promote someone to fill the
gap or, in an effort to “right the wrong,” personnel may be fired or transferred.
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Such turnover, unlike the temporary communication breakdowns that were ex-
amined in this paper, creates an organization in which the personnel may come
into the crisis with different levels and types of experience. Further, since turn-
over tends to make organizations learn slower and less (Carley, forthcoming),
organizations who must cope with turnover may be less affected by crisis than
those examined herein where there was no turnover.

Despite its limitations, the proposed model does capture many of the fea-
tures of crisis and organizational behavior. These include information loss,
communication breakdowns, information sharing, limited rationality on the
part of decision makers, and organizational structure. With some modifica-
tion, the proposed model can serve as a framework to look at many of the issues
just discussed. As an example, we might consider implementing turnover with
different ratios of executive-to-staff turnover, or even different types of turn-
over such as a performance-based or a tenure-based model of turnover in order
to examine whether turnover augments the effect of communication break-
downs on organizational performance during crisis. As a final example, this
framework could be used to look at the impact of the timeliness and accuracy
of feedback on organizational learning and hence performance. In the studies
presented in this paper, organizations received prompt and accurate feedback.
While organizations learn from experience, the feedback that is provided may
be incomplete, slow, inaccurate and subject to interpretation, particularly dur-
ing periods of crisis. Thus, future studies should consider the role of incom-
plete or slow feedback.

Conclusion
Policy implications

A fairly general model of adaptive organizational performance has been pro-
posed and its implications for organizational performance under normal op-
erating conditions and crisis examined. A variety of policy implications follow
from this analysis. Several of these will be considered. First, however, a word
of caution. These policy implications are only for fully trained organizations
and for organizations that routinely face the same type of problem. If an orga-
nization is not fully trained or if every problem faced by an organization is
unique, then different policies might be suggested. While these implications
may seem obvious in retrospect, it is important to note that very few organi-
zations follow all of these policies.

The first implication is that when multiple project teams, or multiple de-
partments, must work together to solve a particular problem and the organi-
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zation has the resources so that multiple personnel have access to the same
information, then personnel who share the same information should be in dif-
ferent teams or departments rather than blocked within a single team or de-
partment. Admittedly, having all members of group know the same informa-
tion increases consensus within the group and reduces the reliance of the
manager of any one group member. This makes the group more able to with-
stand personnel turnover and communication breakdowns. However, what is
good for the group is not good for the organization. When information is shared
within the group, but not between groups, each group effectively forms a coa-
lition with a unified perspective on the problem that can be completely differ-
ent from the perspective of other groups. Consequently, the likelihood of agree-
ment across groups is reduced and the likelihood of incorrect decisions is
increased. When information is blocked within a group, in the aftermath of a
crisis, comments such as, “if we had known that ... we would have decided
differently,” should frequently occur, comments such as this would also be
common when no information is shared by personnel within the organization
(the segregated access structure). For example, prior to the Challenger acci-
dent, NAsA, Marshall and Thiokol were basically using a blocked information
access structure. In the aftermath of the accident, this blockage was pointed to
as a key determinant of the accident. As reported by Aldrich (shuttle program
director), reviews conducted the previous summer on the Solid Rocket Booster
project between NasA and Marshall were not brought through his office. Were
such information brought to his office, concern over O-ring erosion may have
been noticed. In contrast, when information is distributed across groups, such
a scenario is less likely to result. At NORAD, the information access structure is
more distributed than blocked. Consequently, information on the same air space
is available on multiple channels - such as satellite and radar. Thus, false alarms,
as in the example at the beginning of the paper, are relatively easy to locate. A
further advantage of distributed structure is that it prevents catastrophic infor-
mation loss. That is, during a crisis, should a communication breakdown occur
that makes an entire group unavailable, more information is lost when infor-
mation is blocked within a group than when it is distributed across groups. In
addition to these consequences, which are predicied by the proposed model,
such blocked structures may result in the formation of coalitions that engender
interorganizational strife and may increase the competition and quarreling be-
tween groups.

The second implication is that organizations should expend more effort in
acquiring correct information than in setting up extra communication chan-
nels. In other words, having the latest in communication equipment and mak-
ing it possible for, and encouraging, all personnel to communicate to all other
personnel regardless of group boundaries will not help the organization make
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better decisions if the information the organization has to act upon is incorrect.
For example, local fire companies often have a very limited budget and old
equipment. When a fire occurs, they need to get to the building that is on fire,
yet city maps are often out of date. Given that they have a limited amount of
money to spend, should they spend it on keeping their own records as to where
buildings are located or should they spend it on walkie-talkies for communi-
cating during the fire? This study suggests that in the absence of good city maps,
the local fire company should keep its own records.

The third implication is that organizations should spend more effort making
sure managers are available and their communication channels intact than
making sure staff and other workers (and their communication channels) are
available. The reason is that, within hierarchies, the closer the communication
breakdown is to the top of the pyramid the more drastic the consequences. This
suggests higher pay for executives to prevent turnover, making sure the presi-
dent’s phone lines work before the staff’s, and so on.

Although every organization must face a crisis at some point or another, the
following question remains. Should organizations structure themselves so that
when a crisis does occur it will have little effect? The answer to this question is
particularly important if, as suggested by Starbuck et al. (1978), when faced
by crises, organizations re-emphasize their existing structure rather than switch
to a new form or, as suggested by Zucker (1984, p. 5), alternative designs be-
come literally unthinkable. The answer, however, depends on the frequency
with which the organization expects to face crises and the cost of these crises
when they do occur. For all fully trained organizations, having some informa-
tion redundancy is a good thing; that is, information redundancy improves per-
formance both under normal operating conditions and during crisis. However,
only a few organizations should consider employing redundant communica-
tion channels.

Let us consider the cost of the different coordination schemes. Coordination
schemes in which multiple personnel have access to the same information, such
as in the blocked and the distributed structures, improve performance in a fully
trained organization. Such redundant information access schemes are costly
from an information storage and processing perspective as each analyst has
more to do. In contrast, redundant communication channels, such as those that
occur in the dual-command structure, rarely improve the performance of the
fully trained organization. Redundant communication channels are costly from
both an information processing and a communication standpoint. Further, the
information processing costs are higher when communication channels are re-
dundant than when access to incoming information is redundant, as the addi-
tional processing occurs higher up in the administrative hierarchy. Given that
redundant communication channels have great additional costs and may not
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improve performance, the only organizations that may find them efficacious
are those that expect frequent crises or for which the cost of a crisis, however
unlikely, is extreme. For other organizations, the increase in communication
and information processing costs may not be recoverable.

But what of the less fully trained organization or the organization which is
facing a problem it has never faced before? Redundancy, when it increases the
complexity of a task faced by an individual decision maker, slows the rate at
which the organization learns (Carley, 1990). In an untrained organization,
given multiple personnel access to the same information or having the same
information being sent up to multiple managers via multiple communication
channels will impair performance. Should a crisis occur before the organiza-
tion is fully trained, the organization may actually be worse off than it would
have been had it used a simpler coordination scheme. An organizational design
that works well for a highly trained unit like NORAD may actually be a liability
for an organization that cannot afford to operate at such a highly trained level.
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